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192 Chapter 7. Applied Mathematics anti® A

Problem Set 7.1, page 393

1 Suppose your pulse is measurethat= 70 beats per minute, thety = 120, then
bs = 80. The least squares solution to three equations by,v = by, v = b3 with
AT =111 1]ist = (ATA)"1ATb = . Use calculus and projections:

(@) Minimize E = (v — 70)% + (v — 120)2 + (v — 80)? by solvingdE /dv = 0.
Solution(a) 2£ = 2(v — 70) + 2(v — 120) + 2(v — 80) = 0 at the minimizingp.
Cancel th&'’s: 3v = 70 4+ 120 + 80 = 270 SOV = Vaverage = 90

(b) Projectb = (70,120, 80) ontoa = (1,1,1) to findo = a™b/aTa.
Solution(b) The projection ob onto the line througla is p = av':

70 1 T
b=| 120 a=|1 5= b _210_g
80 1 a a 3

2 Supposedv = b hasm equationsi;v = b; in one unknown. For the sum of squares
E = (a1v —b1)> + -+ + (amv — by )?, find the minimizingv by calculus. Then form
AT Ay = ATb with one column in4, and reach the same
Solution To minimize E we solvedE'/dv = 0. Form = 3 equationsi;v = b;,
dE .

d_ =2aq (alv — bl) + 2&2(@2’0 — bg) + 20,3(@31) — bg) = 0is zero when
v
a1b1 + CLQbQ + a3b3 - aTb
a?+ai+a2  aTa’
When A has one columnA™ A7 = ATb is the same a&aTa)v = (aTh).

3 With b = (4,1,0,1) at the pointst = (0, 1, 2, 3) set up and solve the normal equation
for the coefficient® = (C, D) in the nearest lin€' + Dx. Start with the four equations
Awv = b that would be solvable if the points fell on a line.

V=70 =

Solution The unsolvable equation has= 4 points on a line: only: = 2 unknowns.
4

10
Av="> is 1 92 {D}_ leadingto A“ Av = A"b :
1 3

— o

4 6 @76“/6567114—6671 60] [ 3
6 14||p| =4 9 Dl T 2001-6 4||4| T 24]-20 -1
The closest line to the four pointsbs= 3 — .

4 In Problem 3, find the projectiop = Av. Check that those four values lie on the line
C + Dz. Compute the errae = b — p and verify thatd™e = 0.

Solution The projectiornp = Av is
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1 0 3 1
p= i ; {_?}: % with errore=b—p = j
1 3 0 1

The best lineC + Dz = 3 — z does produce = (3,2,1,0) at the four points
z=0,1,2,3.

Multiply this e by AT to getATe = [ 8 ] as expected.

5 (Problem 3 by calculus) Write dowhl = ||b— Awv||? as a sum of four squares : the last
one is(1 — C — 3D)2. Find the derivative equatiod= /0C = 0E /0D = 0. Divide
by 2 to obtainAT Av = ATb.

Solution Minimize E = (4—C)?+(1—C —D)?+ (-C —2D)?+ (1—-C —3D)2.
The partial derivatives a@E /0C = 0 andOE /0D = 0 at the minimum:
—24-C)-21-C-D)—-2(-C-2D)—-2(1-C-3D) =0
—2(1—C —D)—4(-C—=2D)—6(1—C —3D) =0
Factoring out-2 and collecting terms this is the same equatithds = ATbh!
6—4C — 6D =0 4 61[C 6
4-6C-14D=0 [6 14“5]—{4}
6 Forthe closest parabofa+ Dt + Et? to the same four points, write dowinunsolvable
equationsdv = b for v = (C, D, E). Set up the normal equations for If you fit the

best cubia” + Dt + Et? + Ft to those four points (thought experiment), what is the
error vectore ?

Solution The parabol&@ + Dt + Et? fits the4 points exactly ifAv =

t=0 C+0D+0FE =4 1 00
t=1 C+1D+1E =1 4o |11 1]
t=2 C+2D+4E =0 11 2 4|
t=3 C+3D+9E =1 1 39
4 6 14 44+14+0+1 6
ATA=| 6 14 36 GATb=| 0+14+0+3 _l 4].
14 36 98 0+14+0+9 10

The cubicC + Dt + Et? + F't3 can fit4 points exactly, witrerror = zero vector.
7 Write down three equations for the line = C + Dt to go throughb = 7 at

t = —-1,b = 7att = 1, andb = 21 att = 2. Find the least squares solution
v = (C, D) and draw the closest line.
1 -1 7
. C PN 9 3 2||C 35
Solutlonh % [D}_ 21].Thesolutlom’_[4]comesfrorr[2 GMD}_[M}

8 Find the projectiorp = Av in Problem?7. This gives the three heights of the closest
line. Show that the error vectorés= (2, —6,4).

Solution p = Az = (5,13,17) gives the heights of the closest line. The error is
b—p=(2,—6,4). This errore hasPe = Pb— Pp=p—p = 0.
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9 Suppose the measurements at —1, 1,2 are the errorg, —6,4 in Problem8. Com-
putev and the closest line to these new measurements. Explainngwea: b =
(2,—6,4) is perpendicular ta so the projection ip = 0.

Solution If b = previous erroe thenb is perpendicular to the column space Af
Projection ofbis p = 0.

10 Suppose the measurementg at —1,1,2 areb = (5,13,17). Computev and the
closest linee. The error ise = 0 because thid is

Solution If b = Az = (5,13,17) thenz = (9,4) ande = 0 sinceb is in the column
space ofA.

11 Find the best lin€' + Dttofitb = 4,2, —1,0,0 attimest = —2,—1,0, 1, 2.

Solution The least squares equation{ig 18] {g} = [_1(5)}

Solution:C = 1, D = —1. Line 1 — t. Symmetrict’s = diagonal4™ A

12 Find theplanethat gives the best fit to thé valuesb = (0,1, 3,4) at the corners
(1,0) and(0,1) and(—1,0) and(0, —1) of a square. At thosé points, the equations
C + Dz + Ey = bareAv = b with 3 unknownsv = (C, D, E).

R e | ‘o0 ;
Solution D| = hasATA= [0 2 0| and ATb=|-2].

1 -1 0 3

Lo | LB | 00 2 -3

The solution(C, D, E) = (2,1, 3) gives the best plan2— = — 3.

13 With b = 0,8,8,20 att = 0, 1, 3,4 set up and solve the normal equatioh§4v =
ATb. For the best straight lin€ + Dt, find its four heightg; and four errors;. What
is the minimum valueZ = e? + €3 + €3 + e3 ?

1 0 Mo
ion A= |+ ! 8 qiveaT g [4 8 o [36
Solution A = 1 3 andb = 3 giveA A = [8 26] andA'b = {112]_
1 4 1 20
1 —1
ATAz = ATb gives . [1] andp — Az — | 3 3
E=e|?=44 *7 [4|FPTA* T 113 ande=b-p=|_5

17 3

14 (By calculus) Write downE = ||b — Aw||? as a sum of four squares—the last one is
(C + 4D — 20)2. Find the derivative equatiod /0C = 0 anddE /9D = 0. Divide
by 2 to obtain the normal equations” Av = ATb.

Solution E = (C +0D)? + (C + 1D —8)? + (C + 3D —8)? + (C + 4D — 20)2.
ThendE/dC = 20 4+ 2(C + D — 8) + 2(C + 3D — 8) + 2(C +4D — 20) = 0
anddE/0D = 1-2(C + D —8) +3-2(C +3D — 8) +4-2(C + 4D — 20) = 0.

. 14 8| |C 36
These normal equatiodd /0C = 0anddE /0D = 0 are agaw{8 26] {D} = [112].

15 Which of the four subspaces contains the error veetdrWhich containg ? Which
containsv ?
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Solution The errore is contained in the nullspac® (AT), sinceATe = 0. The
projectionp is contained in the column spa€& A). The vector of coefficients can
be any vector iR™.

16 Find the heightC' of the besthorizontal lineto fit b = (0,8,8,20). An exact fit
would solve the four unsolvable equatiofs= 0,C = 8,C = 8,C = 20. Find
the4 by 1 matrix A in these equations and solve A5 = ATb.

Solution E = (C —0)?+(C —8)2+(C —8)2+ (C —20)2andAT =1 1 1 1].
ATA = [4]. ATb=[36]and(ATA)"1ATh = 9 = bestC. e = (-9, —1,—1,11).
17 Write down three equations for the line = C + Dt to go throughb = 7 at

t =—-1,b = 7att = 1,andb = 21 att = 2. Find the least squares solution
v = (C, D) and draw the closest line.
1 -1 7
. C |9 3 2||1C 35
Solutlonh ; {D}_ 2{].Thesolutlom’_[4]comesfrorr[2 GHD}_[M}

18 Find the projectiorpp = Aw in Problem17. This gives the three heights of the closest
line. Show that the error vector és= (2, —6,4). WhyisPe = 07

Solution p = Az = (5,13,17) gives the heights of the closest line. The error is
b—p=(2,—6,4). This errore hasPe = Pb— Pp=p—p = 0.

19 Suppose the measurements at —1, 1, 2 are the error, —6, 4 in Problem18. Com-
putev and the closest line to these new measurements. Explainnéwea: b =
(2,—6,4) is perpendicular to so the projection ip = 0.

Solution If b = errore thenb is perpendicular to the column spaceAf Projection
p=0.

20 Suppose the measurementgat —1,1,2 areb = (5,13,17). Computev and the
closest line an@. The errorise = 0 because thig is ?

Solution If b = Az = (5,13,17) thenz = (9,4) ande = 0 sinceb is in the column
space ofA.

Questions 21-26 ask for projections onto lines. Also errors = b — p and matricesP.
21 Project the vectob onto the line througla. Check thak is perpendicular te :
1 1 1 —1
€) b=[2]and a:ll} (b) bzl?’]and a=[—3].
3 1 1 -1
Solution(a) The projectiomp is

Tb 1 2
p_aaT—l1‘|§—[2] e=b-p=
2

-1 1
0 ] perpendicularto[ 1 ] .
1 1

Solution(b) In this case the projection is

T [ L]-u T 0
p:a%:[_glﬁzlg ande=b-p=1| 0 |.
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22

23

24

25

26

27

28

Draw the projection ob ontoa and also compute it fromp = va :

(@b = { coss ] anda = [ H (b) b = [ . ] anda = { B ]

Solution (a) The projection ob = (cos 6, sind) ontoa = (1,0) isp = (cos b, 0)
Solution (b) The projection ob = (1,1) ontoa = (1, —1)isp = (0,0) sincea™d = 0.

In Problem22 find the projection matrix° = aa™ /a™a onto each vectoa. Verify
in both cases tha®? = P. Multiply Pb in each case to find the projectipn

10 cosf 1( 1-1 0

0 0] andp = Pib= { 0 ]P2:§ [_1 1] andp = P,b = [0]
Construct the projection matricdy and P, onto the lines through the’s in Problem
22. Is it true that(P; + P»)? = P, + P, ? Thiswouldbe true if P, P, = 0.

Solution The projection matrice®; and P, (note correctior, not P — 2) are

aaT 1 0 aaT 1 1 -1
_— = PQ = 7 = = .
aTa 0 0 T -1 1

Solution P, = [

P:
! aa 2

Itis not truethat(P; + P,)? = P, + P,. The sum of projection matricesn®t usually
a projection matrix.

Compute the projection matricesz™ /a™a onto the lines througla; = (—1,2,2)
andas = (2,2, —1). Multiply those two matrice$; P, and explain the answer.

L1 -2 =2 L4 42
Solution P, = - | -2 4 4, Pb,=~-1| 4 4 —21.
912 4 4 912 —2 1

P, P, = zero matrix because; is perpendicular ta.

Continuing Problen25, find the projection matrix’; ontoas = (2, —1, 2). Verify that
P, + P, + P; = I. The basisiy, as, as is orthogonal!

(1 -2 =2 4 4 -2 4 —2 4
Solution Pi+Py+Ps=—-|—2 4 4|+=-| 4 4 -2|+=|-2 1 =2|=1.
Y12 4 4 2 2 1 4 —2 4

We canadd projections ontorthogonal vectorsThis is important.

Project the vectob = (1, 1) onto the lines through; = (1,0) andas = (1,2). Draw
the projectiong, andp, and addp, + p,. The projections do not add tobecause
thea’s are not orthogonal.

Solution The projections of1, 1) onto the lines througfi,0) and(1,2) arep, =
(1,0) andp, = (3/5,6/5) = (0.6,1.2). Thenp, + p, # b.

(Quick and recommended) Supposés the 4 by 4 identity matrix with its last column
removed.A is 4 by 3. Projecb = (1,2, 3, 4) onto the column space of. What shape
is the projection matri’ and what isP?

100 1000 1 1

. 01 0 . 01 0 O 2 2
Solution A= 00 1 , P =square matrix 00 1 0 ,p=P 3l = |3
0 00 0 00O 4 0
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29 If A is doubled, then? = 2A(4ATA)~12AT. This is the same ad(ATA)~1AT.
The column space &4 is the same as . Isv the same fod and2A?

Solution 24 has the same column spacedasSamep. But Z for 2 A is half of Z for A.
30 What linear combination ofl, 2, —1) and(1,0, 1) is closest t = (2,1,1)?
Solution £(1,2,—1) + 2(1,0,1) = (2,1,1). Sob is in the plane: no erroe.
Projection shows’b = b.
31 (Importan) If P? = P show that/ — P)? = I — P. WhenP projects onto the column
space ofAd, I — P projects onto which fundamental subspace ?
Solution If P2 = Pthen(I — P)2 = (I-P)(I-P)=I1-PI-IP+P?>=1 — P.
When P projects onto the column spade;- P projects onto théeft nullspace

32 If P is the 3 by 3 projection matrix onto the line through 1, 1), thenI — P is the
projection matrix onto .

Solution I — P is the projection onto the plang + =2 + x3 = 0, perpendicular to
the direction(1,1,1):
1 1 1 2 -1 -1
—1[111]:1[—1 2—1].
31111 3l-1 -1 2

33 Multiply the matrix P = A(ATA)~'AT by itself. Cancel to prove thaP? = P.
Explain why P(Pb) always equalg’b: The vectorPb is in the column space so its
projection is .

Solution (A(ATA)‘lAT)2 = A(ATA) "1 (ATA)(ATA)7LAT = A(ATA)~1AT,
So P?2 = P. Geometric reasonPb is in the column space (whet® projects).
Then its projection”(Pb) is Pb for everyb. SoP? = P.

34 If A is square and invertible, the warning against splittisgf A)~* does not apply.
ThenAA~Y(AT)=1AT = I'is true.WhenA is invertible, why isP = I ande = 0 ?
Solution If A is invertible then its column space is allBf*. SoP = I ande = 0.

35 An important fact aboutd™ A is this: If ATAxz = 0 then Az = 0. New proof:

The vectorA« is in the nullspace of . Az is always in the column space of
. To be in both of those perpendicular spacés,must be zero.

Solution If ATAx = 0 then Az is in thenullspace ofAT. But Az is always in the
column space ofd. To be in both of those perpendicular spacés,must be zero. So
A andA™ A have thesame nullspace

1 00
I-P=|0 1 0
0 0 1

Notes on mean and variance and test grades
If all grades on a test a®, the mean isn = 90 and the variance i82 = 0. Suppose
the expected grades ajg, . . ., gv. Theno? comes fronmsquaring distances to the mean

_ 2 ... _ 2
_ g1t tgN Variance 02:(91 m)° +---+ (gy —m)

Mean
m N N

After every test my class wants to knewandos. My expectations are usually way off.
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36 Show thatr? also equalsg; (g7 + - - - + g% ) — m?.
Solution Each term(g; — m)? equalsg? — 2g;m + m?, so

,  (sumofg?) — 2m(sumofg;) + Nm?  (sum ofg?) — 2mNm + Nm?

g~ = = N
sum of g2
:(U gz)_mQ

N

37 If you flip a fair coin N times (L for heads for tails) what is the expected number
of heads ? What is the varianeé ?

Solution For a fair coin you expedN/2 heads inN flips. The variance? turns out
to be N /4.

Problem Set 7.4, page 422

1 What solution to Laplace’s equation completes “dedgyeia the table of pairs of solu-
tions ? We have one solutian= 2> — 3zy2, and we need another solution.

Solution Start withs = —y3. Thens,, = —6y, and therefore we need,, = 6y.
Integrating twice with respect te gives 3y2x. Therefore the second function is
s(z,y) = —y° + 3a%y.

2 What are the two solutions of degreethe real and imaginary parts 6f + iy)* ?
Checkugy + uyy = 0 for both solutions.

Solution Expandingx + iy)* gives
(z +iy)* = 2* — 62%y? + y* + 43y — 4xy®)i
Therefore the two solutions would be :
u(r,y) = x* — 62%y? + y* and s(z,y) = 423y — 4xy?
Checking the first solution :
0?(x* — 62°%y% + y*) +82(:c4 — 622y + y*)
ox? Oy?

Checking the second solution :

0?(4x3y — dazy®) 02 (4ady — day?)

ox? oy?

3 What is the secong-derivative of(x + iy)™ ? What is the secongtderivative ? Those
cancel imu;, + u,, because® = —1.

Solution The second:-derivative of(z + iy)™ is:

= (122°—12y%)+(—122°+12y%) = 0

= (242y — 0) + (0 —242y) =0

82 10\
% =n(n—1)(@+iy)"
The second-derivative of(z + iy)™ cancels that because

0?(x + iy)"

82 i-i-n(n—1)(z+iy)" > = —n(n—1)(z +iy)" >
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4 For the solve® x 2 example inside & x 4 square grid, write the four equations (9)
at the four interior nodes. Move the known boundary valuesd4 to the right hand
sides of the equations. You should s&€&D on the left side multiplying the correct
solutionU = (U117 Uiz,Us1, Ugg) = (1, 2,2, 3)

Solution The equations at the interior node would be :
4U11 — U1 —Up1 —Uip—Uip =0
AUy o — Uz —Upo—Ui3—Ui1 =0
4Uz1 — U311 — Ui — Uz —Uzp =0
4Uz 0 — Uz — Ui o —Uz3—Uz1 =0
Substituting the known boundary values leaves:
4Urn — Uz —Urp =4
AUy o — Uz —Ur1 =8
AUz 1 — U — Uz =0
4Uz0 — Ui —Uzq =4

Writing this in matrix form gives:

4 -1 0 —177] Uws 1 Ua 2
1 4 -1 0||UbL]|_ |3 Us | | 3
0 -1 4 —1 ||, |[=]o| @, |=]1
1 0 -1 4] | Uy 1 Us» 2

5 Suppose the boundary values on the 4 grid change td/ = 0 on three sides and
U = 8 on the fourth side. Find the four inside values so that eaehiothe average of
its neighbors.

Solution The values at thé6 nodes will be

0 0 0 0
1 1

0 3 3

0 3 3

0/4 4 4 0/4

Notice that the corner boundary valuds not enter the 5-point equations around
interior points. Every interior value must be the averagéofour neighbors. By
symmetry the two middle columns must be the same.

6 (MATLAB) Find the inversek2D)~! of the4 by 4 matrix displayed for the square grid.
Solution The circulant matrix{ 2D on page 422 has a circulant inverse:

72 1 2
L 127 21
1_ -

(K2D)" =211 2 7 2

2 1 2 7
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7 Solve this Poisson finite difference equation (right sjéde0) for the inside values
Ui1,Uia,Us1, Use. All boundary values likd/;y and U3 are zero. The boundary
hasi or j equal to0 or 3, the interior hag andj equal tol or2:

AU;; — Uiy j — Uipr,; — U; j—1 — Ui j4+1 = 1 atfour inside points

Solution The interior solution to the Poisson equation (on this sigadl) is

00 0 0
0 3 30
1 1
0+ 10
00 0 0

On a larger gridJ;; will not be constant in the interior.

8 A 5 x 5grid has & by 3 interior grid : 9 unknown valueg¢/;; to Uss. Create thé x 9
difference matrixk'2D.

Solution Order the points by rows to gét1, Uiz, Uiz, Usa1, Usg, Uss, Usy, Usa, Uss.
ThenK2D is symmetric with3 by 3 blocks:

A —I 0 4 -1 0
K2D=| -1 A -1 A= -1 4 -1 ]
0o -I A 0 -1 4

9 Use eid K2D) to find the nine eigenvalues @& 2D in Problem 8. Those eigenvalues
will be positive! The matrixi 2D is symmetric positive definite.

Solution eig(K2D) in Problem 8 produces 9 eigenvalues betweand4 :

The eigenvalues come from €ig2D) and explicitly from equation (11). Notice that
pairs of eigenvalues add & The eigenvalue distribution is symmetric aroune- 4:

1.1716 2.5828 2.5828 4.0 4.0 4.0 5.4142 54142 6.8284

10 If u(z) solvesu,, = 0 andv(y) solvesv,, = 0, verify thatu(z)v(y) solves Laplace’s
equation. Why is this only &-dimensional space of solutions ? Separation of variables
does not give all solutions—only the solutions with seplr@loundary conditions.

Solution 9%u 9%
If 2 =0 and @_Othen
Pu(z)v(y) | Pulz)v(y) &u(z) 9*v(y)
0x? + Oy? =vly) ox? +ulz) oy?
=v-04+u-0=0

Thereforeu(x)v(y) solves Laplace’s equation. But the only solutions found thay
areu(z)v(y) = (A+ Bz)(C + Dy).
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Problem Set 7.5, page 428

Problems1 — 5 are about complete graphs. Every pair of nodes has an edge.

1 With n = 5 nodes and all edges, find the diagonal entriesA6fA (the degrees of
the nodes). All the off-diagonal entries df' A are —1. Show the reduced matrii
without row5 and columrb. Node5 is “grounded” ancs = 0.

Solution The complete graph (all edges included) has no zeras'iA :
4 -1 -1 -1 -1
-1 4 -1 -1 -1
ATA=|-1 -1 4 -1 -1 Singular!
-1 -1 -1 4 -1
-1 -1 -1 -1 4
The grounded matrix would be
4 -1 -1 -1
(ATA)rcduccd = :% _11 _i :1 Invetible!
-1 -1 -1 4
2 Show that thetrace of ATA (sum down the diagonak sum of eigenvalues)
isn? — n. What is the trace of the reduced (and invertible) maktiaf sizen — 1 ?

Solution AT A is n by n and each diagonal entry is — 1. Therefore the trace is
n(n—1) = n? — n. The reduced matri hasn — 1 diagonal entries, each still equal
ton — 1. Therefore the trace ig1 — 1)(n — 1) = n? — 2n + 1.

3 Forn = 4, write the3 by 3 matrix R = (Areduced” (Areduced: Show that
RR~! = IwhenR~! has all entrie% off the diagonal am% on the diagonal.

Solution 3 -1 -1
Reduced matrixR = | —1 3 -1
-1 -1 3

R by its proposed inverse gives

3 -1 -1
l -1 3 -1 ]
-1 -1 3

4 For everyn, the reduced matri® of sizen — 1 is invertible Show thatRR~! = I
whenR~! has all entried /n off the diagonal and/n on the diagonal.

Solution
2 1 1
lll 2 1123
411 1 2 4

5 Write the6 by 3 matrix M = AyequcegWhenn = 4. The equatiom/v = b is to be
solved by least squares. The vedids like scores ir6 games betweeth teams (team
4 always scores zero; it is grounded). Knowing the inversB ef M T M, what is the
least squares ranking for team1 from solvingM T Mv = MTb?

Solution Remove column of A when nodel is grounded{, = 0).

6-1—-1 3-2-1 3-1-2
—2+43-1 —1+46-1 —1+3-2
—2-143 —1-2+43 —1-1+6

=1.
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-1 1 0
-1 0 1
0 -1 1 .
M=| _1 3 | hasindependentcolumns
0 -1 0
0 0 -1

The least squares soluti@nto Mv = b comes fromM ™ M» = MTb. Thisv gives
the predicted point spreads when all teams play all othengedhe first compone
would come from the first row ofd/ ™ M)~ multiplying by M *b. Note that

3 -1 -1 2 1 1
MTM_[—l 3 1 and(MTM)l_—ll 2 1].
-1 -1 3 4111 2

6 For the tree graph witlh nodes,AT A is in equation (1). What is thg by 3 matrix
R = (AT A)reduced How do we know it is positive definite?

Solution The reduced form oAT A removes rowt and columnt :
1 -1 0 0
-1 2 -1 0
0 -1 2 -1
0 0 -1 1

The first is positive semidefinited(has dependent columns). the second is positive
definite (the reduced has 3 independent columns).

7 () If you are given the matrid, how could you reconstruct the graph?
Solution Each row ofA tells you an edge in the graph.
(b) If you are givenL, = AT A, how could you reconstruct the graph (no arrows) ?
Solution Each nonzero off the main diagonal 4f A tells you an edge.
(c) If you are givenkk = ATC A, how could you reconstruct the weighted graph?
Solution Each nonzero off the main diagonal tells you the weight of duye.

8 Find K = ATC A for a line of3 resistors with conductances = 1, ¢, = 4, ¢5 = 9.
Write Krequceg@nd show that this matrix is positive definite.

Solution A circle of three resistors haksedges and nodes::

1 -1 0
Singular ATA = reduces to invertiblel -1 2 -1 ]

0 -1 2

r—1 1 0 1 -1 0 1
ATCA = 0 -1 1][ 4 ]l 1 -1 O]
L 1 0 0 1 -1
5 —4
=| -4 13 ] is only semidefinite
| -1 -9
0 1

(ATCA)seduced = - (1’ ] [ : ] [ 1 ] _ [ 5 ]
)

The determinant tests> 0 and(5)(13) > 42 are passed.
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9

10

11

A 3 by 3 square grid has = 9 nodes andn = 12 edges. Number nodes by rows.
(@) How many nonzeros among tReentries ofL = AT A?

Solution The 9 nodes ordered by rows ha2e3, 2, 3, 4, 3,2, 3,2 neighbors around
them. Those add t@4 nonzeros off the diagonal. THediagonal entries maka3
nonzeros out 092 = 81 entries inL = AT A.

(b) Write down the) diagonal entries in the degree matfix they are not allt.
Solution Thosed numbers are the degrees of theodes & diagonal entries it ™ A).
(c) Why does the middle row df = D — W have four—1's ? NoticeL = K2D!
Solution The middle node in the grid hasneighbors.

Suppose all conductances in equation (5) are equal tBolve equation (6) for the
voltagesv, andwvs and find the current flowing out of nodel (and into the ground at
node4). What is the “system conductancg’V’ from nodel to node4 ?

This overall conductancE/V should be larger than the individual conductanees
Solution The reduced equation (6) with conductaneesis

3c —c va | | cV and | 2 | = 0.6V

—c 2c vy | | ¢V vy | | 0.8V |~
Then the flows on the five edges in Figure 7.6 dsi equation (2). Remember the
minus sign :

-1 1 00 v 0.4

-1 01 0 0.6V 0.2

—cAv = —c¢ 0 -1 1 0 0.8V =cV | —0.2
-1 0 0 1 ) 0 1.0

0 -1 0 1 0.6

The total flow (on edges+2+4 out of nodel, or on edge8+4 into the grounded node
4,isI = 1.6¢V. The overall system conductanceli$c, greater than the individual
conductance on each edge.

The multiplicationAT A can be columns ofiT times rows of4. For the tree with
m = 3 edges andh = 4 nodes, each (column times row)(i$ x 1)(1 x 4) = 4 x 4.
Write down those three column-times-row matrices and adgtd, = AT A.

Solution Suppose the 3 tree edges go out of ndde nodes2, 3,4. (The problem
allows to choose other trees, including a linelafodes.) Then

3 -1 -1 -1
-1 1 0 0 1 1 0 0
A=| -1 0 1 0 ATA = 1 0 1 ol= sum of (columns o ™)( rows of A)

-1 0 0 1 1 0 0 1

~1 ~1 ~1

1 0 0

=| ol[=1 1 0 0]+| {[[-1 0 1 0]+| |[-1 0 0 1].
0 0 1
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12

13

14

A graph with two separatg-node trees isiot connected Write its 6 by 4 incidence
matrix A. Findtwo solutions toAv = 0, not just one solutiom = (1,1,1,1,1,1). To

) 3 ) 3 )

reduceAT A we must groundwo nodes and remove two rows and columns.
Solution The incidence matrix for tw8-node trees is

_ Atree 0 . . 1 1 0
A= |: 0 Atrcc :| Wlth Atree = |: -1 0 1 :| (fOI‘ example)

The columns of4;,.. add to zero so we haindependent solutions tdv = 0:
0

and come from A ee

OO O ==
— -0 O

“Element matrices” from column times row appear in tirdte element method
Include the numbers,, cs, c3 in the element matrice&’;, K, K3.

K; = (rowi of A)T (¢;) (rowi of A) K=ATCA =K+ K> + Ks.
Write the element matrices that add4d A in (1) for the4-node line graph.

assembly of the nonzero

= entries ofK; + Ko + K3
[K ] from edged, 2, and3
3

g & |

Solution The three “element matrices” for the three edges come froftipiwing the
three columns ofA™ by the three rows afl. ThenAT A equals

-1 0 0
1 -1 0

=| ofl=1 1t 0 0]+ | [0 =1 1 0]+ | j[[0 0 -1 1].
0 0 1

When the diagonal matrik' is included, those are multiplied lay, c2, andcs. Those
products produce by 2 blocks of nonzeros id x 4 matrices:

1 -1

-1 1 1 -1

Ki=c¢ Ky =co Kz =c3

1 -1
-1 1
Then ATCA = K; + K, + Ks. This ‘assembly” of the element stiffness matrices
just requires placing the nonzeros correctly into the finalrin ATC A.
An n by n grid hasn? nodes. How many edges in this graph? How many interior
nodes ? How many nonzerosinhand inL = A" A ? There are no zeros i ! !

Solution Ann by n grid hasn horizontal rows{ — 1 edges on each row) amdvertical
columns ¢ — 1 edges down each column). Altogett#si(n — 1) edges. There are
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15

16

(n — 2)? interior nodes—a square grid with the boundary nodes rechtaveeduce:
ton — 2.

Every edge producesnonzeros{1 and+1) in A. ThenA has4n(n — 1) nonzeros.
The matrixAT A has sizex? with n? diagonal nonzeros—and off the diagonal4f A
there are two-1's for each edge: altogethe? + 4n(n — 1) = 5n2 — 4n nonzeros
out ofn* entries. Fom = 2, this meand 2 nonzeros in a by 4 matrix.

When onlye = C~ 1w is eliminated from th&-step framework, equatior??) shows

Saddle-point matrix ct A w]| [b
Not positive definite AT 0 v || f |-

Multiply the first block row byAT C' and subtract from the second block row :

o c! A w b
After block elimination [ 0 _ATCA } [ » ] = [ F— ATCb ]

After m positive pivots fromC—!, why does this matrix have negative pivots?
The two-field problem fokw andw is finding a saddle point, not a minimum.

Solution The three equations= b — Av andw = Ce andA™w = f reduce to two
equations whea is replaced byC' ~'w :

C~lw=b-Av become c! A v | _|b
ATw = f AT o ||w | T F |
Multiply the first equation byA™C to getATw = ATCb — ATC Av. Subtract from
the second equatioA™w = f, to eliminatew :

ATCb — ATCAv = f.
This gives the second row of the block matrix after elimioati

c! A v | | b
0 -ATcA w | | f-ATCOb |-

The pivots of that matrix on the left side start witfici, 1/¢s, ..., 1/¢,,. Then we get
then pivots of — AT C' A which arenegative because this matrix is negative definite.

Altogether we are finding a saddle poifi, w) of the energy (quadratic function).
The derivative of that quadratic gives our linear equatiofse block matrix in those
equations has: positive eigenvalues andnegative eigenvalues.

The least squares equatioh’ Av = ATb comes from the projection equation
ATe = 0 for the errore = b — Av. Write those two equations in the symmetric
saddle point form of Problem 7 (witfi = 0).

In this casew = e because the weighting matrixds = I.

Solution Ordinary least squares farv = b separates the data vectoin two perpen-
dicular parts:

b = (Av) + (b — Av) = (projection ofb) + (error inbd).

The errore = b— Av satisfiesATe = ATb — AT Av = 0 (which means thatt™ Av =
ATb, the key equation). That equatidfie = 0 is Kirchhoff’s Current Law for flows in
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17

a network. Itis a candidate for the “mostimportant equaiticappplied mathematics™—
the conservation equation or continuity equation “flowsirilow out.”

In the form of Problem 15 (witl®” = I) the equations are

I A el _|b]| o e+ Av=>

AT 0 v| |0 ATe =0.
Find the three eigenvalues and three pivots and the detantnaf this saddle point
matrix with C' = I. One eigenvalue is negative becausbas one column:

-1 1 0 -1
m=2n=1 {CAT jg]—l 0 1 1].
-1 1 0

Solution The eigenvalues come frodet(M — AI) = 0:
1-A 0 -1
l 0 1-2) 1]:—/\(1—/\)2—2(1—/\):0.
-1 1 -2

Then(1—A)(A2 =X —2) =0and(1 — X)(A—2)(A+ 1) = 0 and the eigenvalues are
A =1,2, —1. Check the sum + 2 — 1 = 2 equal to the trace (sum down the main
diagonall + 1+ 0 = 2).

The determinant is the produkt A2\ = (1)(2)(—1) = —2. Noticem = 2 positive
A's andn = 1 negative eigenvalue.

Elimination finds the three pivots (which also multiply tovgdet M = —2):
(») o -1 @D o -1 D o -1
01 1|=lo (O 1|—|0 L 1
-1 1 0 0 1 -1 0 0 @
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Problem Set 8.1, page 443

1 (a) To prove that cosz is orthogonal to cosx whenk # n, use(cosnz) (coskz) =
1 cos(n+k)z+ 3 cos(n—k)z. Integrate fromx = 0tox = 7. Whatis [ cos kx da ?

(b) Correction FromO0 to 7, cos x is not orthogonal to sin 2z (the book wrongly
proposedfo7T cosz sinz dz, but this is zero). For orthogonality afl sines and cosines,
the period has to br.

Solution (a)
/(cos nx)(cos kx)dr = 3 /cos(n + k)axde + 3 /cos(n —k)rdx
0 0 0
_ [sin(n+k)z  sin(n—k)z]"
‘{ St k) T 2=k ), OO

Solution (b) /(cos x)(sin2z)dz = /(cos x)(2sinxz cosz)dr = [—g cos® x}
0

f4750
=3 .

Non-orthogonality comes frory/ cosmaz sinnx dx whenm — n is an odd number.

™

0
2 SupposeF(z) = x for 0 < = < w. Draw graphs for—27 < z < 27 to show
three extensions af': a 27-periodic even function and&r-periodic odd function and
am-periodic function.

Solution
D or  —om V) m bt 0 o

3 Find the Fourier series oar < z < 7 for
(a) f1(x) = sin® 2, an odd function (sine series, only two terms)

Solution (a) The fast way is to know the identitjn® z = 3 sinz — 2 sin3z. This
must be the Fourier sine series! It has only two terms.

More slowly, use Euler’s great formula to produce compleamentials:

3
= :—Zsin?)x—i—zsinx.

i e—iLE 3 e3i1} _ 3ei13 + 3e—i1) _ e—3i1}
813

Or slowly compute the usual formulgdssin® z sin z dz and [ sin® z sin 3z dz.
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(b) f2(x) = | sinz|, an even function (cosine series)
Solution (b)

1 2
aoz—/|sin:c|dx:—
™ 7r

0

17 1 Teos(k — 1 s(k+ D))"
ap = %/|sinx| cos kx dx = i {Cosl(ﬂ_l s COb/(f ++1 )I]
0

i =0

=0 (oddk) or

—2 —2 ] = K (even k)

1
s {k—1+k+1 (k2 —1)
(¢) f3(z) = z for —r < z < 7 (sine series with jump at = )

. 1] 1 "
Solution (c) by, = — /:1: sin kzdz = | —— sin kx — — cos kz
T k2 mk o

= —%(cos km + cos(—km)) = —%(—1)’“.

4 Find the complex Fourier serie€ = Y c,e’* on the interval-7 < = < 7.
The even part of a function is(f(z) + f(—x)), so thatfevez) = fevel—). Find the
cosine series fofevenand the sine series fgqq. Notice the jump at = .

Solution 1 7 . 1 n ‘
cp = — ewe—zkw de = — /em(l—zk) dr
21w 21w

1 61(171'1@) 7"' _ err(lfik) _efﬂ(lfik)
on(1 — ik) _ o (1 — ik)

o1 . -
The even part of the function lsé:(e” + e~ 7). The cosine coefficients are

1 / z —x 1 i -
ao—ﬂ/(e +e )dx—%(e —e M)

2k cosh[r] sin[kn] + 2 cos[kn] sinh[n]
7w+ k2w

1/ .
ak:%/(e”—i—e ) coskx dx =

o1 . oo
The odd part of the function |52+ (e — e~®). The sine series is:

_ 1 ﬂ(ew — =) sin ka do = 2 cosh[r] sin[kn] — 2k cos[kn] sinh[n]
27 T+ k27

5 From the energy formula (21), the square wave sine coeffegatisfy

W+ = [ sw@Pds = [ 1d-on

—T —T

b

™
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Substitute the numbets from equation (8) to find that? = 8(1 + % + 2—10 +ooo)

Solution The sine coefficients for the odd square wave are
4 (1—(=1)F 4 (1 1 1
%= (T RIS

o S (1= (—)F? 11
Energy identity givesr? = 8 Z ) =8ty tE
k=1

6 If a square pulse is centeredat= 0 to give

™
o

f(x)y=1 for |:z:|<2

f(z)=0 for g< |z <,

draw its graph and find its Fourier coefficiemisandby,.

Solution

/2

1 1
ao—%/dI—E

—m/2
/2

L[ et 2T (2
(lk—ﬂ_ Cos:v:v—kﬂ_sm2—smc B

—m/2
/2

1
b, = — / sinkxdxr =0
T

—7/2

7 Plot the first three partial sums and the functigmr — z) :

( ) 8 (sinx sindx sindzx
z(m—x)= —
1 27 125

+m)ﬁ<x<m
™

Why is 1/k3 the decay rate for this function? What is its second dexie&ti

Solution The parabolyy = z(r — z) = am — 22 starts aty(0) = 0 with slope
y'(0) = w and second derivativg” (0) = —2. Its sine series makes it an odd function
xm + 22 from —7 to 0. This odd extension hasecond derivative= +2. That jump

in ¥y means that the Fourier coefficiemtswill decay like 1/k3. (Remembei /k for
jumps iny(x) and1/k? for jumps iny’(z)—no jumps iny, y’ for this example.)

8 Sketch the2r-periodic half wave withf (z) = sinz for0 < z < 7w and f(z) = 0 for
—7 < x < 0. Find its Fourier series.

Solution The function is not odd or even, so integrals must go fremto =. The
function is zero from-r to 0 leaving only these integrals fag, a, by, :
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1 |
ao = o bmxda::—w[—cosx]o =
ar = l/Sirm:cosk::z:d:z::—L costl —kjz | cos(l +k)a =
™ 2m 1-k 1+k 0
0
1 1 1 2
k ever) — = and 0 fork od
[ r}7r<1—/€+1-l-k> (1 — k2) | d

™

1 . 1
b = — /sin:z:sin kx dx givesb, = 3 and othen,, = 0.
0

9 SupposeG(z) has perio®L instead of2r. ThenG(z + 2L) = G(z). Integrals
go from—L to L or fromO0 to 2L. The Fourier formulas change by a factotL :
L

- . > . 1 )
The coefficients inG(z) = 3. Cre*™*/L are C} = 5T / G(z)e~*me/L g,
= J

Derive this formula forCj: Multiply the first equation forG(z) by and
integrate both sides. Why is the integral on the right sideaétp 2LC}, ?
Solution Multiply G(z) = 3 Cyre*™=/L py e=72/L |ntegrate.
p 7 N
/G(x)e—ikﬂ'w/L dr = /e—ikﬂm/L cheikﬂ'w/L dx
—L —L e
L L
/ G(z)e *me/L dy = O, / dx = 2LC}, (orthogonality)
L —L
1 L
- —ikmx /L
Ck 5T /G(x)e dx
—L

10 ForGeven use Problem 9 to find the cosine coefficightfrom (Cy, + C_x)/2:
k i k
Gever(z) =Y Ax cos % has A = l/Gever(gc) cos 2 dz.
5 L L L
0
Gevenis %(G(x) + G(—x)). Exception forAy = Cj : Divide by 2L instead ofL.

Solution The result comes directly fror§1(C;C +C_g).

1
11 Problem 10 tells us thatiy, = —(cx + c—g) on the usual interval fronf to .

Find a similar formula forb, from ¢;, andc_. In the reverse direction, find the
complex coefficient;, in F(z) = 3" cre*® from the real coefficients,, andby,.
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Solution Solution and correction We are comparing two ways to write a Fourier
series:

oo

o0 o0
Z cpe™® = ag + Z ag coskx + Z by sin kx
1 1

Pick out the terms fok and—k :

Ckezkm + kaeilk

¥ = aycoskx + by sinkx

Use Euler’s formula to reach cosines/sines on both sides:
(ck + c—g) coskx +i(ck — c—p) sinkx = ay, cos kx + b sin kx

This shows thati, = ¢ + c—_y, (correction from text) andbg, = i(cx — c—).
Reverse Euler’s formula to reach complex exponentials din &ides :

lbk (eikm _ e—ikm)

. . 1 . .
Ckezkz +c_pe ikx _ _ak(ezkm te zkw) + o
(3

2

. 1 1 1 1
This shows thaty, = —ar + —br and c_p = —ar — —bys.
2 21 2 21

Real functions with reat’s andb’s lead toc_;, = ¢ (complex conjugates)

12 Find the solution to Laplace’s equation witly = 6 on the boundary. Why is this the
imaginary part o2(z — 2%/2 + 2%/3...) = 2log(1 + z)? Confirm that on the unit
circle z = €%, the imaginary part of log(1 + z) agrees witlo.

Solution The sine series of the odd functigit@) = 6 has coefficients,, =

-, — R

0 n 1

)

2/t?s,in nd db = g {isin nf — gcos nb
T T n

T 2cos nmw 1 11 1
n2

- - 2’31
The solution to Laplace’s equation inside the circle hatofae™ :

2 2
u(r,0) = > bpr™sin nf = 2rsinf — 51"2 sin 26 + §r3 sin 36. ..

2 2
=1Im [22 - 522 + 523 . } = Im[2log(1 + 2)].

13 If the boundary condition for Laplace’s equationigs = 1 for 0 < § < = andug = 0
for —m < 6 < 0, find the Fourier series solutiar(r, §) inside the unit circle. What is
u at the originr =07

Solution This 0-1 step functiom(6) equals% + % (square wave). Equation (8) of the
text gives the Fourier sine series for the square wave :

1 2 {sin@ sin 30  sin 50 }
_|_...

0-1 Step Functionug(6) = 5 + — | + 2 + .

Then the solution to Laplace’s equation includes factérs

1 2 rsinf r3sin30 r° sin 560
u(r,@):§+—
™

1 + 3 + 5
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14 With boundary valuesio(6) = 1 + e + 1e?? + ..., what is the Fourier series
solution to Laplace’s equation in the circle? Sum this geoimseries.
Solution Inside the circle we see factors (andl +z + 22 +--- =1/(1 —x)):
1 0 1 2 2i0 1 10
u(r,@)zl—i—y‘e +ZT e+ =1/ 1—§rel .

15 (@) Verify that the fraction in Poisson’s formula (30) sfiis Laplace’s equation.

Solution(a) We could verify Laplace’s equation iné coordinates or recognize that
every term in the sum (29) solves that equation:

ou 10w 10t
or2  ror 12002
(b) Find the response(r, §) to an impulse at = 0,y = 1 (wheref = 7).

Solution(b) When the source is at the potht= , this replaces cos 6 by —r cos 6
in equation (30). Then the response to a point source istefatir = 1,0 = 7 :

1 1—r2
u(r,9)22— 3
w 14+ 724+ 2rcosf

=0.

16 With complex exponentials i’ (z) = > cxe?**, the energy identity (21) changes to
[ |F(z)*dz = 27" |ex|?. Derive this by integrating " c,e™**) (> e ).

Solution All productse?*e~** integrate to zero except when= k& :

/(ckeikm)(@e_””) dx = 2mecg = 2nlex |
The total energy is the sum over &ll
17 A centered square wave h&%z) = 1 for |x| < 7/2.
(a) Find its energyf' | F'(z)|? dz by direct integration
/2
Solution(a) /|F(x)|2da: = / dr = .
—7/2

(b) Compute its Fourier coefficients as specific numbers
w/2

Solution (b 1 / ko gy = [ L ]
Cr, = — e xr = |—
olution(b) ¢k =52 2n —ik |

—7/2
1 1 km

— tkw/2 _ —ikm/2) — _ T &3 -
o © %) wksm<2)

(c) Find the sum in the energy identity (Problem 8).

. 2/1 1 1
Solution(c) sin — =1,0, —1, 0 (repeated) s@ == ctgtop ) =1
() sin - =1,0, 1,0 (repeated) o 3 |cy| W(1+9+25+ )
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18 F(z) =1+ (cosx)/2+ -+ (cosnx)/2™ + -- - is analytic : infinitely smooth.
(a) If you takel0 derivatives, what is the Fourier seriesdf F'/dx10?
(b) Does that series still converge quickly ? Compat®with 2" for n = 210,
Solution(a) 10 derivatives okos nx gives—n'? cos nx:
leF 1 210 310 nlO
70 = —§cosx—?cos 2@ — ﬁcos 3x--— 2—ncos ne—---
Solution(b) Yes,2" gets large much faster than® so the series easily converges.
At n =29 =1024 we have2" = 2'°%* much larger tham'® = 219,

19 If f(z) = 1for|z| < w/2andf(z) = 0forw/2 < |z| < =, find its cosine coefficients.
Can you graph and compute the Gibbs overshoot at the jumps ?

. 1
Solution ;| — average value = >

/2
1 1 /2 2 k
ar = — / coskxdac:[—sink:v} = ——sin —
™ p mk —npp Tk 2

20 Find all the coefficienta; andby, for F, I, andD on the interval-nm < x < 7:

F(x):d(:c—g) I(x)—/omd(:zr—g)d:c D(a:):%(;(:c—g).

Solution(a) Integratecos kx andsin kz against(z — %) to get
1 1 kn 1 | krm

ap = — cos — and by = — sin —
k 2 F 2

apg = —
27 T T

Solution(b) The integrall (x) is the unit step functioi! (z — 7 ) with jump atz = 7 :

2
1 f 1

ag =

w/2

1] 1 /. ok 1k
ak—;/coskxd:v—ﬁ(smkw—sm7>——ﬁmn?

w/2
bk:l/sinlgggdgc:—L coskw—cosk—ﬂ

T Tk 2

w/2

Solution(c) D(z) is the “doublet’= derivative of the delta functiod (z — Z). You
must integrate by parts (add(—m) = D(x) = 0 fortunately).

17 1 [ ™,
;/D(,T)COS /mdx—;/é(x—i) (ksin kx) dx

—T

Soay, for D(x) is kby, in part (b), andby, for D(x) is —kay in part (b).
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21

22

23

For the one-sided tall box function in Example 4, with= 1/h for 0 < = < h, what
is its odd part} (F(z) — F(—=))? | am surprised that the Fourier coefficients of this
odd part disappear dsapproaches zero arfd(z) approaches(z).

Solution Every function has an even part and an odd part:

FCVCH(I) = %(F(ZC) + F(—ZC)) FOdd(I) = %(F(:C) - F(—ZC)) F= chcn + Fodd

For the one-sided box function, those even and odd parts are
1 1 1
Foven(z) = o for |z] <h Foaqa(x) = -7 for —h<ax < O’+ﬁ for 0 <z <h.

The Fourier coefficients af,4q don’t really “disappear” ag — 0, because the energy
J |Foaal? dz is growing. But it is growing in the high frequencies and amytjgular
coefficientcy, (at a fixed frequenck) approaches zero @s— 0.

Find the serieg"(z) = Y cxe’*® for F(z) = e on—7 < x < 7. That functione®
looks smooth, but there must be a hidden jump to get coeffiignproportional to
1/k. Where is the jump ?

Solution Whene® is made into a periodic function there is a jump (or a drop) at .
The drop frome™ to e~ ™ starts the nex2r-interval. That drop shows up as a factor
multiplying thel/k decay that all jump functions show in their Fourier expansio

1 ik 1 e(l-ik)z ™
I x tkx d e
BT A {% T
_ 1 e —e™ ™
T o 1—ik

(a) (Old particular solution) Solvdy” + By’ + Cy = e**=,
(b) (New particular solution) Solvdy” + By’ + Cy = Y_ cpe*®,

Solution This problem shows directly the powerlofearity to deal with complicated
forcing functions as combinations of simple forcing funase?** :

1
(ik)2A+ikB+C ©
Ay" + By + Cy =Y cre’*® hasy, = ¢ Yiee.

Ay// + By/ + Cy — eikz has Yp = ik _ Ykeikm

Problem Set 8.2, page 453

1

2

Multiply the three matrices in equation (11) and compard it In which six entries
do you need to know that = —1? This is(w4)? = ws. If M = N/2, why is
(wN)M = —1?

Solution

Why is rowi of F the same as rowV — i of F' (numbered fron®) to N — 1)?
Solution
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3 From Problem 8, find the by 4 permutation matrix” so thatF" = PF. Check that
P? = ] sothatP = P~!. Then fromF F = 41 show thatF'’? = 4P.

It is amazing thatF"* = 16 P2 = 161. Four transforms of any: bring back16 c.
Forall N, F2/N is a permutation matri¥’ andF* = N21T.

Solution

4 Invert the three factors in equation (11) to find a fast fazéion of £/~ *.

5 Fis symmetric. Transpose equation (11) to find a new Fast €otlransform.
Solution

6 All entries in the factorization of involve powers ofw = sixth root of 1:

w1 8] Al 7 )

Write down these factors with, w, w? in D and powers ofv? in F3. Multiply!
Solution

7 Put the vectoe = (1,0, 1,0) through the three steps of the FFT to fipd= Fc. Do
the same foe = (0,1,0,1).

Solution

8 Computey = Fzc by the three FFT steps fer = (1,0,1,0,1,0,1,0). Repeat the
computation fore = (0,1,0,1,0,1,0,1).

Solution
9 If w = e?™¥/%* thenw? and/w are amongthe _ and_____ roots of 1.
Solution
10 F'is a symmetric matrix. Its eigenvalues aren’t real. How is fossible ?
Solution

The three great symmetric tridiagonal matrices of applied mathematics areK, B, C.
The eigenvectors ok, B, andC are discretaines cosines andexponentials The eigen-
vector matrices give thBST, DCT, andDFT — discrete transforms for signal processing.
Notice that diagonals of the circulant matrikloop around to the far corners.

[ 2 -1 1 -1
K - |1 2 -1 g_| 1 2 -1
I -1 2 -1 1
[ 2 -1 — K1 =Knyy=2
c =| ! 2 _1. _ By =Byn=1
| —1 - -1 2 Ciyn=Cn1=-1



216 Chapter 8. Fourier and Laplace Transforms

11 The eigenvectors oy and By are the discrete sines, ..., sy and the discrete
cosinescy, - .., cy—1. Notice the eigenvectaty, = (1,1,...,1). Here ares; and
c—these vectors are samplessaof kx andcos kx from 0 to 7.

.k . 27k s' N7k and [ cos wk co*37rk COS(2N—1)7T]<:
me—i—l’me—i—l"”’mN—i—l b2N’ 52N,..., 5N

For2 by 2 matricesK> and B,, verify thats;, s; andey, ¢; are eigenvectors.
Solution

12 Show thatCs has eigenvaluess = 0,3,3 with eigenvectorse, = (1,1,1),
er = (L,w,w?), es = (1,w?, w*). You may prefer the real eigenvectdrs 1, 1)
and(1,0,—1)and(1, -2,1).

Solution

13 Multiply to see the eigenvectors, and eigenvalues, of Cy. Simplify to \;, =
2 — 2 cos(27k/N). Explain whyC'y is only semidefinite. It is not positive definite.

2 —1 -1 1 . 1 .
—1 2 -1 w _ w
Cer = —1 2 -1 w2k =(2- w' —w k) w2k
-1 -1 2| | w®™-Dk w1k
Solution

14 The eigenvectorg;, of C' are automatically perpendicular becauseis a
matrix. (To tell the truth,C' has repeated eigenvalues as in Problem 12. There was
a plane of eigenvectors for= 3 and we chose orthogone] andes in that plane.)

Solution

15 Write the2 eigenvalues fol(; and the3 eigenvalues foB3. Always Ky and By 1
have the samév eigenvalues, with the extra eigenvalue for Byy1. (Thisis
becausdl = ATAandB = AAT))

Solution

Problem Set 8.5, page 477

1 When the driving function isf(¢t) = (), the solution starting from rest is the-
pulse response The impulse is(¢), the response ig(¢). Transform this equation
to find thetransfer function Y (s). Invert to find the impulse respongé).

y" +y = §(t) with y(0) = 0 andy’(0) =0
Solution Take the Laplace Transform ¢f + y = 4(t) with y(0) = ¢'(0) = 0:
s?Y (s) — sy(0) —y'(0) + Y (s) = 1
Y(s)(s2+1)=1

Y(s) = o1 is the transform ofy(¢) = sin .
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2 (Important) Find the first derivative and second derivat¥e (t) = sint for ¢t > 0.
Watch for a jump at = 0 which produces a spike (delta function) in the derivative.
Solution The first derivative ofin(t) is cos(t), and the second derivative-issin(t) + ().

3 Find the Laplace transform of the unit box functibft) = {1 for 0 < ¢ < 1} =
H(t) — H(t — 1). The unit step function i#/ (¢) in honor of Oliver Heaviside.

Solution The unit box function isf(¢t) = H(t) — H(t — 1)

: 1 e* 1
The transformisF(s) = — — c - —(1—e79)
S S S

00 1

The same result comes fromi(s) = /f(t) e Stdt = /e*“ dt.
0 0

4 If the Fourier transform of (¢) is defined byf(k) = [ f(t)e~***dt and f(t) = 0 for
t < 0, what is the connection betwegik) and the Laplace transfor#i(s) ?

Solution The Fourier Transform s the Laplace Transform with ik : f(k) = F(ik).
5 What is the Laplace transform®(s) of the standardamp function r(t) = ¢?

For ¢t < 0 all functions are zero. The derivative oft) is the unit stepH ().
Then multiplyingR(s) by s gives .
Solution The Laplace Transformk(s) of the Ramp Function(t) =t is
R(s) :/tefstdt: _te*St _/_6 st dt= 0_ et ¥ _ %
] S 0 ; S 52 0 S
Multiplying R(s) by s gives the Laplace transforiry s of the step function.
6 Find the Laplace transfordi(s) of eachf(t), and the poles of'(s):

@ f=1+t (b) f=tcoswt (c) f = cos(wt—0)
(d) f=cos?t e f=eZcost (f) f=tetsinwt
Solution(a) The transform of (¢) = 1 + ¢ has adouble poleats = 0:
_ —st _ —st —st _ _
F(S)—/(1+t)€ dt—/e dt-i-/te dt_g+8_2_s—2
0 0 0
Solution(b . . _ .
( ) ezwt + efzwt tezwt tefu.ot
f(t) =tcos(wt) =t 5 = + 5 transforms to
Oote(iwfs)t x tef(iwfs)t
F(s)= [ ———dt ——dt
() = [ s [
0 ) 0 0o . [e'S)
o —em ) (st —jtw + 1) n —e ) (st 4 jtw 4 1)
B 2(s — iw)? 0 2(s + iw)? 0
1 1 (s —iw)? + (s + iw)? 52 — w?

- 2(s —iw)? + 2(s +iw)?2  2(s —iw)2(s +iw)? (52 +w?)?

Poles occur at = iw ands = —iw, the two exponents of(t).
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Solution(c) f(t) = cos(wt — ) = coswtcosf +sinwtsing transforms to
s

w .
F(S) = mCOSH + msm@
Poles occur at = +iw.
Solution(d) ) )
F(t) = cos?(t) = Z(eit +emit)2 = 1(621'15 + 24 e2it)
T .
F(s) = / Z(em +e %t 4 2)e " dt
0
7 Lt 1 2 +1752+2
C A(s—2i)  4(s+2i) 25  4(s2+4) 25  s(s2+4)
. . 1 2t
Poles occur at = 0 ands = +2i. Another way is to writeos? t = H%
Solution(e) ) )
f(t) =e Pcost = —eli=2t 4 ——(42)t
2 2
L 2yt —st L _(i42)t —st
F(s) = ¢ e % dt + ¢ e~ dt
0 0
B 1 N 1 542
S 2(—i+24s)  206+2+s) (s+2)2+1
Poles occur at the exponents= —2 4 i in f(¢).
Solution(f) ; ;
— o=t i —  Sw=1)t _ © —(iw+1)t
ft) tfo sin wt 5;¢ 5;¢
Fs) = / b Gyt _ b Gty ) st gy
21 2
OOO oo
t t .
_ Y (iw—1—s)t dt — v —(iw+1+s)t dt
/ 2% / 2 ¢
0 ) 0 ) -
_ e Tt 4 (s —iw+ 1) de T 4 1 (s +iw + 1))
2(s —iw + 1) 2(s +iw+ 1) 0
Poles ofF'(s) occur ats = —1 =+ iw, the exponents of ().
7 Find the Laplace transformof f(t) = next integer aboveandf(t) = ¢ 6(¢).
A staircasef (t) = [t] = H(t) + H(t — 1) + H(t — 2) + - - - = next integer above
is a sum of step functions. The transform is
1 e % 1 e o 1 1
~ 4+ + +...:_(1+e +e _|_...):_ —
S S S S s\1—es
The differentiation ruleC(tf(t)) = —F'(s) with f(¢) = §(t) andF'(s) = 1 gives

L(t6(t)) = —%(1) = 0 (this is correct becaus&(t) is the zero functioh
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8

10

Inverse Laplace Transfomfrind the functionf (¢) from its transform&'(s) :
1 s+1 1
@ s — 2mi (b) s24+1 © (s=1)(s —2)
(d) 1/(s*+2s+10) (e) e */(s—a) (f) 2s
Solution(a) F(s) =
S

- is the transform off (t) = e2™t.
— 2Tl

S

Solution(b) F(s) = ——— + 7 is the transform of (¢) = cos ¢ + sint.
; 1 1 1 .
Solution(c) F(s) = GG Y sz 51 is the transform off () =
et — et,
Solution(d)
1 1
F - =
) 52425410  (s+1+3i)(s+1—3i)
_ i 3 i
T 6(s+ (1+3i)  6(s+ (1—30))
— o= (439t _ 2 —(1-34)t
f(t) G¢ 5e
e *sin(3t)
a 3
Solution(e) F(s) = e’
s—a
f(t)=e"=VH({t—1) = shiftof e
Solution(f) F(s) = 2s

2
£(t) = 2ds/dt

Solvey” +y = 0fromy(0) andy’(0) by expressind’ (s) as a combination of/ (s*+1)
and1/(s* + 1). Find the inverse transforg(t) from the table.

Solution v +y=0
s?Y () = sy(0) —y'(0) + Y (s) = 0
Y (s)(s* + 1) = sy(0) +y'(0)

Y(s) = y(0) (0)

The inverse transform ig(t) = y(0) cos(t) + y’(0) sin(t).

Solvey” + 3y’ + 2y = § starting fromy(0) = 0 andy’(0) = 1 by Laplace transform.
Find the poles and partial fractions fBi(s) and invert to findy(¢).

82—|—1+y s2+1

2 d
Solution The transform o% +3 d—z + 2y = 6(¢) with y(0) = 0 andy’(0) = 1is
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s2Y (s) — sy(0) — y'(0) + 3sY (s) — 3y(0) + 2Y (s) =
Y(s)(s>+3s+2)—1=1

2
Sl P § TP
Y(s) = 2 — 2

s+1 s+42

y(t) = 2e~t — 22t
11 Solve these initial-value problems by Laplace transform:
@ y' +y=e“"y(0)=8 (b) y" —y=e', y(0)=0, y (0) 0
©) y' +y=e",y(0)=2 @) y” +y=6t, y(0)=0, y'(0)=0
(€) y' —iwy=0(t),y(0)=0 (1) my"+ cy'+ky=0, y(O):Ly’(O):O
Solution(a)
y' +y=e“t with y(0) =8
sY(s) —8+4+Y(s) =

s — 1w

Y(s)(s+1) =

+ 8

1 8
— +

(s+1)(s—iw) s+1

1 1 1 8
Y(s) = —
(5) 1+iw<s—iw s—|—1>+s+1

Particular + null y(t) =

s — 1w

Y(s) =

(eiwt _ e—t) + 8e—t

1+ iw
Solution(b) y" —y =e' with y(0) =0 and y’(0) =0
s2Y(s) =Y (s) = . i 1 1
RS P T y
I S U
Ad(s+1) 4(s—1) 2(s—1)2
(t) = et et 4 tet
W= T T
Solution(c) y'+y=e"t with y(0) =2
1
sY(s) —2+Y(s) = Py
Y = ! 2

(s+1)2 + s+1
y(t) =tet + 2e¢

Solution(d)
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y" +y =6t with y(0) =y'(0) =0

6
Y (s)+Y(s) = 2
Y 241) = 0
(241D =5
6 3 3
Y(s) = — —
(s) s2 s+1i s—1i

y(t) = 6t — 3ie™ " + 3ie" = 6t — 6sint

Solution(e) y' —iwy = §(t) with y(0) =0
sY(s) —iwY(s) =1 )
Yis) = 5 — 1w
y(t) = et

Solution(f) my” + ey’ + ky = 0 with y(0) = 1 andy’(0) = 0
ms?Y (s) — msy(0) + csY (s) — cy(0) + kY (s) =0

Y (s)(ms? +cs+ k) =ms+c

;71574-0 has the form—_— +
ms?+cs+k S—81 S— 8o
We used thidvlathematicacommand to find; (¢)

Simplify[InverseLaplaceTransform[(m x s + ¢)/(m*$"2 + cx s + k), s, t]]

c+v/e2—akm )t Vo payy— V2 —akmt
e_( Zm ) (c (—1+e 2m4k ) + (1—|—e2m4k) \/02—4km>

t =
y(t) 2v/c2 — 4km
12 The transform ofet is (sI — A)~'. Compute that matrix (the transfer function)
whenA4 =[1 1; 1 1]. Compare the poles of the transform to the eigenvalued.of

Solution WhenA =[1 1;1 1] we have:

-1
-1 _|s—=1 -1 . 1 s—1 1
(sT—4) —[ -1 s—l} _32—23[ 1 s—1]'

The poles of the system ase= 2 ands = 0, the eigenvalues of.
13 If dy/dt decays exponentially, show th&lt'(s) — y(0) ass — co.
Solution oo
sY(s) = /se*“y(t) dt (integrate by parts)
0

—s dy —s ©
= /6 ta dt — [8 ty(t)]o

Y(s) =

[
:/eiSt—ydt+y(O)—>y(O) as s — oo
0 1
s+a

—0 as s —>
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14 Transform Bessel's time-varying equatigi’ +y'+ty = 0 using.Z[ty] = —dY/dsto
find a first-order equation fo®. By separating variables or by substituting
Y (s) = C/v/1 + s?, find the Laplace transform of the Bessel functjos: J,.
Solution The transform ofy " applies the,%( ) rule toy” instead ofy :
Z(t,y") = —-(ransform 0§ ") = ——(s*Y (s) - sy(0) ~ y'(0).

dy
Apply this to the transform oft— +—+ty=0

dtz  dt
dY dY
— — 2_ - —_—_— =
25Y(s) — s o +9(0) + sY (s) — y(0) 7 0
dY dY
—sY(s) — g2 — —
sY(s) = s ds ds
dY
Y(s) = —(s2+1)—
Y (s) = (52 + 1)
dY sds
Y (s) s2+1
1
logY(s) =1lo
e¥(s) =os ()

1
The transform of the Bessel solutign= Jy is Y(S)=————
15 Find the Laplace transform of a single archfdf) = sin 7.

Solution A single arch okin 7t extends fromt =0tot =1:

1

I t— t —imt— t
= /f t)e Stdt = /sm Ye Stdt = / e / e
0

0

0
1mt—st —imt—st t=1
{21 (im — s) 21(Z7T+S)L_O
17r s _1 e—iﬂ'—s -1

2i(im — s) + 2i(im + s)

B —e % -1 1 1 B e 41 S
o 2 it—s ir+s/) i w2 + 82

A faster and more direct approach: One arch of the sine cugreea withsin 7t +
unit shift of sin ¢, because those cancel after one arch.

sinmt +sin7(t — 1) = sinnwt + sinwt cosm = sinwt — sinat = 0.

16 Your acceleration’ = ¢(v* — v) depends on the velocity* of the car ahead:
(a) Find the ratio of Laplace transforms (s)/V (s).
(b) If that car has* = ¢ find your velocityv(t) starting fromw(0) = 0.

Solution(a) Take the Laplace Transform %}é = c(v* —v) assuming(0) = 0;
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V(s)(s+c¢) =cV*(s)
V*(s) s+c
Vis) ¢
Solution(b) If v*(t) = ¢t thenV*(s) = iz Therefore
s
c
Vst = 5
c
Vis) = s3 + cs?
R
Cc(s+c) cs o s2
—ct 1
o) =S — 24y
c c

17 Aline of cars has), = clvn,—1(t = T) — v, (t — T')] with vo(t) = coswt in front.
(a) Find the growth factod = 1/(1 + iwe™ /c) in oscillationv,, = A"e?.
(b) Show thatA| < 1 and the amplitudes are safely decreasingif< %
(c) If ¢T' > % show thaf A| > 1 (dangerous) for smadb. (Usesin 6 < 6.)
Human reaction time i¥' > 1 sec and human aggressivenessis 0.4/sec.

Danger is pretty close. Probably drivers adjust to be barafy.

Solution(a) ddit" = c(vp_1(t = T) —v,(t — T)) with v,, = Ae™?

iwAnewt — CAn—leiw(t—T) _ CAneiw(t—T)

Z'weu.oT

A

c
- iwT
A<1+zwe >_1

Solution(b)
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For |A] <1 we need ‘1 + Zewr) 5
C

1-% sin(wT') + s cos(wT)‘ >1
c c

w 2 w2
1— i T) Y cos?(wT) > 1
( Cbln(w )) + = cos?(wT)

2 2 2
-2 sin(wT) + w_2 sin?(wT) + — cos?(w
c c

2
- sm(wT)
c

T)>
2
w
= >1
2

2
62—2 > TW sin(wT)

w? 2w 1
Since sinwT < wT, we are safe |f— > —wT whichis T < 3

C
Solution(c) sinwT ~ wT when this number is small Then the same steps show
|A| > 1whencT > 1.
18 For f(t) = 4(¢t), the transformF'(s) = 1 is the limit of transforms of tall thin box
functionsb(t). The boxes have width— 0 and heightl /e and ared.

Inside integrals,b(t) = { (1)/6 Lc;Lgrvgvii: ¢ }approacheé(t).

Find the transfornB(s), depending o. Compute the limit ofB(s) ase — 0.
Solution We begin by finding the transform of the box:
= [ Leretane ] L1

€ S€E S€E

0
- 0 .
We take the limit ag — 0—the box approaches a delta function!

1 — eS¢
B.(s) = 111%76
— s€
. (1—SE—|—182€2—-'-)
zhm =1

19 The transform /s of the unit step functiot (7§ comes from the limit of the transforms
of short steep ramp functions(t). These ramps have slopge :

re = 1 € )
t
Tef ComputeRe(s) = / ~ e stdt + /efStdt. Lete — 0.
€
; > 1 0 €
0 €
. < t o0 —st(__ t—1 t=€ _gtt=0c0
Solution R.(s) :/—e’“ dt+/e*5t dt = {Lﬁ)} + {e ]
€ €s =0 =5 Ji=c

0 €

e (=se—1)+1 e 1—e7"¢

€s? s €s?

1—(1—se+1s2e2— ... 1
lim R(s) = lim (1 se ) =—.

€s?
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20 In Problems 18 and 19, show that the derivative of the rampction re(t)
is the box functiorb(¢). The “generalized derivative” of a step is the _ function.

Solution The generalized derivative of the short ramf) is the thin box(t)/e. We
say “generalized” because this is not a true derivative-at : the ramp has zero slope
left of ¢ = 0 and nonzero slope right ef= 0. But the transforms of. andb. follow
the rule for derivatives.
The generalized derivative of a step function wedta function.

21 What is the Laplace transform of/”’(t) when you are givenY(s) and
y(0),(0),y"(0)?
Solution The Laplace Transform af”(t) is s3Y (s) — s?y(0) — sy’(0) — y"(0)

22 The Pontryagin maximum principlsays that the optimal control is “bang-bang"—
it only takes on the extreme values permitted by the comdtaiTo go from rest at
x = 0 torest atz = 1 in minimum time, use maximum acceleratioh and

deceleration-B. At what timet do you change from the accelerator to the brake ?
(This is the fastest driving between two red lights.)

Solution The maximum principle requires full acceleratidrto an unknown time,
and then full deceleration B to reachr = 1 with zero velocity. The velocities are

v=At for t <tg
v = Aty — B(t —ty) for t > tg
Integrating the velocity = dx/dt gives the distance(t) :
x = At for t <tg
z=3At} at t =t
@ = LA 4 Ato(t — to) — LB(t — )% for t >t

At the final timeT" we reachz = 1 with velocityv = 0. This gives two equations for

to andT :
v ZAto—B(T—to)ZO

x = AtgT — At — 1B(T —t9)* =1

SubstituteI’ = +Lto(A + B) from the first equation into the second equation. This
leaves an ordinary quadratic equation to solveifor

Problem Set 8.6, page 453

1 Find the convolutiony x w and also the cyclic convolution ® w :
@wv = (1,2)andw = (2,1)

Solution(a)
Convolution:(1,2) * (2,1) l

O N =
N = O
N
| I
Il
| — |
[\ i\
-

Cyclic Convolution: {

Do =
N
—_
L —
=N
—_
I
| —
(SIS
—_
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(b)v =(1,2,3) andw = (4,5,6).

Solution(b) 1 3 07 4
2 1 0 4 13

(1,2,3) % (4,5,6) 3 21 [5]_ 28

0 3 2 6 27

|0 0 3 18

1 3 27174 31
Cyclic Convolution: 2 1 3 5 | = l 31 ]

3 2 1 6 28

2 Compute the convolutiofi, 3,1) * (2, 2_, 3) = (a,b—, ¢,d,e). To check your answer,
adda + b+ ¢+ d + e. That total should b85 sincel+3+1=5and2+2+3=7
and5 x 7= 35.

Solution 1 0 0 2
310 2 8
1 3 1 2 ] = 11
01 3 3 11
0 0 1 3

1+3+1times2+2+3is2+8+ 1141143 :(5)(7) = (35).
3 Multiply 1 + 3z + 22 times2 + 2x + 322 to find a + bz + c2? + dz® + ex*. Your
multiplication was the same as the convolutian3, 1) = (2, 2, 3) in Problem 8. When
x = 1, your multiplication shows whyl +3+ 1 =5 times2+ 2+ 3 = 7 agrees with
a+b+c+d+e=35.
Solution
(1+ 32+ 22) x (2+ 22 + 322) = 2+ 22 + 322 + 62 + 622 + 923 + 222 + 22 + 3*
=2+ 8z + 11z% + 11z + 3z*
At z = 1 thisis again(5) x (7) = (35).

4 (Deconvolution) Which vectow would you convolve withw = (1,2,3) to get
vxw = (0,1,2,3,0)? Whichv givesv ® w = (3,1,2)?

Solution v9 0 0 0
V1 Vo 0 1 1
V2 V1 o [ 2 ‘| = 2
0 Vo V1 3 3
0 0 wv 0

The first and last equation givg = v, = 0. Substituting into the second, third, fourth
equation gives; = 1. Thereforev = (0,1, 0).

1 3 2
For cyclic convolution | 2 1 3
3 2 1
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5 (@) For the periodic functionf(x) = 4 andg(z) = 2 cos z, show thatf * g is zero (the
zero function)!

Solution(a) From equation (4) we have

2m 2m
(fxg)(x) :/g(y)f(x—y)dy:4/2cosydy:4~O:O forall .
0 0
(b) In frequency spacek{space) you are multiplying the Fourier coefficients of
4 and 2cosz. Those coefficients areepy, = 4 andd;y = d_; = 1.

Therefore every produet.dy, is

Solution(b) In frequency space:{space) you are multiplying the Fourier coefficients
of 4 and2 cos z. Those coefficients ar@ = 4 andd; = d_; = 1. Therefore every
product cidy is zero These are the coefficients of the zero function.

6 For periodic functionsf = Y cxe’** andg = Y dye’**, the Fourier coefficients of
f*g are2mwegdy. Test this factoRr whenf(x) = 1 andg(z) = 1 by computingf = g
from its definition (6.4).

Solution From equation (4):
2m

2w
(F+9)@) = [ f)ata—)dy= [1-1dy =2
0 0
The same convolution ik-space hagy, = 1 anddy = 1 (all otherc,, = d;, = 0). Then
2megdy, gives the correct coefficient8f and0) of the convolutionf x g (which equals
2m).
27
7 Show by integration that the periodic convolutigrcos x cos(t — z)dx is 7 cost. In k-
0

space you are squaring Fourier coefficients = ¢, = 3 to get; and };
these are the coefficients éfcos t. The2x in Problem 8 makes cost correct.
Solution

27 2w

/cosxcos(t —z)dx = /cos:c(costcosa: +sintsinz) de = wcost + 0.

0 0

8 Explain why f * g is the same ag * f (periodic or infinite convolution).

Solution In Fourier space convolutiofi x g or f ® ¢ leads to multiplicatior d,
which is certainly the same @sc,. Sof ® g = g ® f in z-space.

9 What 3 by 3 circulant matrix C produces cyclic convolution with the vector
c = (1,2,3)? ThenCd equalsc ® d for every vectord. Computec ® d for
d=(0,1,0).

Solution The circulant matribxC =

1 3 2
21 3 ] gives cyclic convolution witl{1, 2, 3).
3 2 1

1 3 2 0 3
213H1]:M.
3 21 0 2

Whend = (0,1,0) we havec ® d = Cd =
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10 What 2 by 2 circulant matrix C' produces cyclic convolution witle = (1,1)?

11

12

Show in four ways that thi€’ is not invertible. Deconvolution is impossible.
(1) Find the determinant af. (2) Find the eigenvalues @f.
(3) Findd sothatCd = c® dis zero. (4) Fc has a zero component.

Solution The2 by 2 circulant matrixC' = { } } ] gives(1,1)®d = Cd.

(1) The determinant of this matrix is zero.
1—-A 1

1 1-A
Then(1 — )\)? = 1 and)\ = 0,2. That zero eigenvalue means that the maffiss
singular.

(2) The eigenvalues af' come fromdet =(1-XN?-1=0.

(38) Cd= { ! % ] { _i ] = { 0 } soCisnotinvertibIe:{

—1 )
1 0 ] in nullspace.

1

(4) The Fourier matri¥" givesFc = [ i _} } { } } = [ (2) ] This again shows
A =2 and0.
(a) Changé(z) xd(z —1)toa multiplication@(k:) E(k) :

The boxb(z) = {1 for 0 < z < 1} transforms tob(k) = [ e~***dz.

Ot =

The shifted delta transforms td(k) = Jo(z — 1)e ke gy,

(b) Show that your resultd is the transform of a shifted box function. This shows how
convolution withd(z — 1) shifts the box.

Solution This question shows that continuous convolution witlh — 1) produces a
shift in the box functiorb(x), just like discrete convolution with the shifted delta varct
(...,0,0,1,...) produces a one-step shift.

We computei(z — 1) = b(x) in z-space to find(x — 1), or in k-space to see the effect
on the coefficients:

b(k) =

s =1 s
e zkm:| 1—e ik
-tk |, ik

—

efikmdx _ |:

=2

2
_ —ik ) —ikx
Shifted box e~ ¢ agrees With/e*“”da: e .
ik -tk |4
1

= o

Take the Laplace transform of these equations to find thefeeafunctionG(s) :
(@) Ay" + By’ + Cy = 4(t) (b)y' =5y =4(t)  (©)2y(t) —y(t —1) =4(t)
1
. 9 o .
Solution(a) As*Y (s)+BsY (s)+CY (s) = 1gives thetransferfunctlom
1

Solution(b) sY(s) — 5Y (s) = 1 gives the transfer functiok (s) = g
5 —
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1
— e 5
13 Take the Laplace transform gf”’ = §(¢) to find Y'(s). From the Transform Table
in Section 8.5 findy(¢). You will seey” = 1 andy”” = 0. Buty(t) = 0 for
negativel, so youry”’ is actually a unit step function and yout” is actuallyd(t).
Solution y”” = § transforms ta:*Y (s) — s%y(0) — s%y’(0) — sy”(0) — y""(0) =1

- 1 t3
Assume zero initial values to getY (s) = 1 andY (s) = — andy® = G
S

Solution(c) 2Y(s) — Y (s)e™* = 1 gives the transfer functiok (s) = 5

This is also the solution t9”" = 0 with initial valuesy,y’,y"”,y" = 0,0,0, 1.

14 Solve these equations by Laplace transform to fing). Invert that transform
with the Table in Section 8.5 to recognigé).

@y’ —6y=e" y(0) =2 (b)y" + 9y =1,y(0) = y'(0) = 0.
Solution(a) The transform of’ — 6y = e~* with y(0) = 2 is
sY(s) —2—-6Y(s) = ——

s+1
2 1
Y =
) = 6t G606
2 1 1
= + —
s—6  T(s—6) T(s+1)
151
CT(s—6) T(s+1)
15 1
The inverse transform ig/(t) = 7e6t — ;e_t

Solution(b) The transform ofy” + 9y = 1 with y(0) = ’(0) = 0is
s?Y (s) + 9Y (s) = !
S

1
Y =
() s(s?2+9)
_ i _ 1 _ 1
95 18(—3i+s) 18(3i+s)
1 1 .. 1 .
The inverse transform ig(t) = — — — 3 — —¢ =3 = )
inv 9(t) = 5~ 75~ 156 = Yp + U

15 Find the Laplace transform of the shifted stét — 3) that jumps fronD to 1 at¢ = 3.
Solvey’ — ay = H(t — 3) with y(0) = 0 by finding the Laplace transforii(s) and
then its inverse transformi(t) : one part fort < 3, second part fot > 3.

Solution The transform off (¢t — 3) multipliese 3¢ by the transformt of H (¢).
y'—ay=H(=3) y(0)=0

6—33

sY(s) —aY(s) =

Yis) = 5(2—353) - ejm <s i 3 %) '

The inverse transform(t) is the shift of} (e=3* — 1) : zero untilt = 3.
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16 Solvey’ = 1 with y(0) = 4—a trivial question. Then solve this problem the slow way
by findingY (s) and inverting that transform.

Solution The trivial solution is :y = ¢ + 4. The transform method gives

1
sY(s)—4=-
s
1 4
Y(s) = = + =
(5) ==+
y(t) =t+4

17 The solutiony(t) is the convolution of the inpuf(¢) with what functiong(¢) ?
@y’ —ay = f(t) withy(0) =3

Solution(a) y' —ay = f(t) with y(0) =3
sY(s) =3 —aY(s) = F(s)

y(t) =3e~t + f(t) x e 2t
(b)y’ — (integral ofy) = f(t).
Solution(b) The transform of;’— (integral ofy) = f(t) is sY (s) — Yis) = F(s),
if y(0) =0.

. 1 .
The inverse transform of— = 28 T iS cos(it).
s — = 5% —
S

ThenY (s) = F(Sz is the transform of the convolutiof(t) = cos(it).

18 Fory’ —ay = f(t) with y(0) = 3, we could replace that initial value by addiBg(t)
to the forcing functionf(¢). Explain that sentence.

Solution For a first order equation, an initial conditi@i0) is equivalent to adding
y(0)4(t) to the equation and starting that new equation at zero.

19 Whatisd(¢t) = 6(t) ? Whatisé(t — 1) x6(t —2) ? Whatisé(t — 1) timesd(t — 2)?
Solution 4(¢) * §(t) = o(¢)
St—1)*d6(t—2)=46(t—3)
d(t — 1) timesd(t — 2) equals the zero function.
20 By Laplace transform, solvg’ = y with y(0) = 1 to find a very familiary(¢).
Solution y' =y y(0) =1
sY(s)—1=Y(s)

Y(s) = :11 gives y(t) = et.
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21

22

23

By Fourier transform as in (9), solvey” + y = box functionb(z) on0 < z < 1.
Solution The Fourier transform ofy” + y = b(z) is

1 .
2 SN Ty O
(K + 1) (k) = (k) = [ e~ da = ——.
1
0

1— e—ik
Sy — e
¥R = o
This transform must be inverted to find y(x). In reality | would solve separately on

x < 0and0 <z < 1andx > 1. Then matching at the breakpoints= 0 andx = 1
determines the free constants in the separate solutions.

There is a big difference in the solutionsgd + By’ + Cy = f(z), between the
casesB? < 4C' andB? > 4C. Solvey” +y = § andy” — y = § with y(d-00) = 0.

Solution(a) The delta function produces a unit jumpjihatz = 0:

y" +y = 0hasy = cycosx + cysinz forz < 0, y = Cysinz for z > 0.
The jump iny’ givesCy — ¢2 = 1. The condition ony(+ oo) does not apply to this
first equation.

y” —y = 0hasy = ce® forx < 0 andy = Ce ® for z > 0; theny(+ oo) = 0.
Matchingy atx = 0 givesc = C.

Jumpiny’ atz =0 gives—C —c=1soc=C = —%
Solutiony(z) = —1e® forz < 0 andy(z) = —3e * forz >0

(Reviewy Why do the constanf(t) = 1 and the unit step (¢) have the same
Laplace transform/s? Answer: Because the transform does not notice .

Solution The Laplace Transformoes not notice any values off (¢) for ¢ < 0.



